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ABSTRACT:

In thisera of an incredibly fast and evoluting industry of usability the topic of User Experience and User
interaction has been increasingly popular and widespread lately. As life is getting easier and more
plentiful, people are demanding more. They are no longer satisfied with powerful features and solid
quality, the moreintuitive way to use the function and more decent user impression iswhat they need and
prefer. In the present day framework of interactive, intelligent computing, an efficient human computer
interaction is assuming utmost importance. Gesture based computing enables humans to interface with
the machine (HM1) and interact naturally without any dedicated devices. Building a richer bridge
between machines and humans than primitive text user interface or even (graphical user interfaces)
GUIs, which still limit the majority of input to keyboard and mouse. In fact we are bridging this gap by
bringing intangible, digital information out into the tangible world, and allowing us to interact with this
information via natural hand gestures. Gesture Based Computing provides an attractive alternative for
human computer interaction (HCI). This project proposes comprehensive review for a real-time system
capable of under standing commands through a survey on tool, techniques and algorithms with emphasis
on hand gestures which focuses on the analysis and comparisons from the review. Also discuss and
highlights the challenges, applications and futur e scope.
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1. INTRODUCTION

The miniaturization of computing devices allows tas carry computers in our pockets, keeping us
continually connected to the digital world theran@slink between our digital devices and our intéicas with
the physical world. We are bridging this gap bynbing intangible, digital information out into thangible
world, and allowing us to interact with this infoation via natural hand gestures. Gestures considesea
natural way of communication among human especfaliyhear-impaired, since it is a physical movemaint
hands ,arms, or body which conveying meaningfubrimiation by delivering an expressive message. @estu
recognition then, is the interpretation of that miment as semantically meanings command.

Computerized hand gesture recognition has recaivach attention from academia and industry in recent
years, largely due to the development of human-caenpinteraction (HCI) technologies and the growing
popularity of smart devices such as smart phonies.ebsential aim of building hand gesture recammisiystem
is to create a natural interaction between humahcamputer where the recognized gestures can lzkfase
controlling a robot [15] or conveying meaningfufarmation [1]. How to form the resulted hand gestuto be
understood and well interpreted by the computesiciamed as the problem of gesture interaction.

Hand gestures recognition (HGR) is one of the naias of research for the engineers, scientists and
bioinformatics. HGR is the natural way of Human Mae interaction and today many researchers in the
academia and industry are working on different impgibn to make interactions more easy, natural and
convenient without wearing any extra device. Howeliaman-robot interaction using hand gesturesigesva
formidable challenge. For the vision part, the ctax@nd cluttered backgrounds, dynamic lightingditbons
and a deformable human hand shape, wrong objeetotivin can cause a machine to misunderstand siarge
If the machine is mobile, the hand gesture recagniystem also needs to satisfy other constrasutsh as the
size of the gesture in the image and adaptationation. In addition, to be natural, the machine nigsperson-
independent and give feedback in real time.
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The purpose of this paper is to presents a compsére study on the hand postures and gesture regicogn
methods, which is considered to be a challengirablpm in the human-computer interaction context and
promising as well., and to explain various appreacWith its advantages and disadvantages. Althoegént
reviews [6], [7][8][15][19][20][1] in computer visin based have explained the importance of gesture
recognition system for human computer interactidelj, this work concentrates on vision based teghes
method and it's up-to-date. With intending to painit various research developments as well as fthasis
good beginning for interested persons in hand gestcognition area. Finally, we give some disaurssin the
current challenges and open questions in thisamdaoint out a list of possible directions foruit work.

The paper is organized as follows. Section 2 erpl#iie basic concepts and approaches of Hand @estur
Technology. The vision based hand gesture appresaate detailed in Section 3. Section 4 include®rsdv
related works. The applications and challengesd@eussed in Section 5. Finally the conclusioniig in
section 6.

2. HAND GESTURE TECHNOLOGY

To enable hand gesture recognition, numerppsoaches have been proposed, which can be dtassitio
various categories. For any system the first stép tollect the data necessary to accomplish afsptask. For
hand posture and gesture recognition system difféeezhnologies are used for acquiring input dataommon
taxonomy is based on whether extra devices areireghjdior raw data collecting. In this way, they are
categorized into data glove based hand gesturgmné@m, vision based hand gesture recognition 8} color
glove based hand gesture recognition fegure 1gives an example of these technologies.

2.1. Data glove based approaches

Data glove based approaches require the useeén & cumbersome glove-like device, which is ecpdpp
with sensors that can sense the movements of Haaddsfingers, and pass the information to the agemp
Hence it can be referred as Instrumented glovecauhrThese approaches can easily provide exact cooedinat
of palm and finger’s location and orientation, drahd configurations, The advantages of these appesaare
high accuracy and fast reaction speed. Howeverthpproaches require the user to be connectedthth
computer physically which obstacle the ease ofraatiton between users and computers, besides ite g
these devices are quite expensive.

2.2. Colored Markers based approaches

Color glove based approaches represent a comprdmitseeen data glove based approaches and vision
based approacheBlarked gloves or colored markers are gloves thanviry the human hand [6] with some
colors to direct the process of tracking the hamdl lacating the palm and fingers [6], which provitie ability
to extract geometric features necessary to fornd Iséuiape [6]. The amenity of this technology issitaplicity
in use, and cost low price comparing with instrutedrdata glove. Intrinsically, they are similarthe latter,
except that, with the help of colored gloves, thage preprocessing phase (e.g., segmentationizimibah and
detection of hands) can be greatly simplified. Hieadvantages are similar to data glove based appes:
they are unnatural and not suitable for applicatiaith multiple users due to hygiene issues.

2.3. Vision Based approaches:

Vision based approaches do not require the usgetw anything (naked hands). Instead, video caslesag
used to capture the images of hands, which arephmressed and analyzed using computer vision igobs.
This type of hand gesture recognition is simpléyura and convenient for users and at presentaheyhe most
popular approaches to gesture recognitddthough these approaches are simple but a loesfuge challenges
are raised such as the complex background, ligivémiation, and other skin color objects with tlantl object,
besides system requirements such as velocity, nitmg time, robustness, and computational efficien
[1][10].
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(a) Data-Glove based. (b) Colored markeetas (c) Vision based.

Fig 1: Examples of hand gesture recognitigruiriechnologies.

3. VISION BASED HAND GESTURE RECOGNITION APPROACHES

Only a vision-based approach will allow for freelaand barehanded interaction. Vision based
technology deals with some image characteristich s1$ texture and color [6] for acquiring data mektbr
gesture analyze. In a vision-based gesture redognilystem, a mathematical model of gestures iayw
established first. Two major approaches in gestuwdeling have been utilized so far for detectingchabject
after some image preprocessing operations. On8i3 laand model which uses a set of joint angle rpatars
and segment lengths to model the hand. The otler eEppearance-based model, which models the gdsyur
relating its appearance to the appearance of #defined, template gestures

3.1. Appearance Based Approaches

Appearance based approaches where hand imageosstected using the image properties and
extraction. Also known as View Based Approachesciwimodel the hand using the intensity of 2D imaged
define the gestures as a sequence of views. Thahappearance of the input hand image is modede uhe
feature extracted from the image, which will be pamed with the features extracted from stored image
Appearance based approaches considered easieBEhamodel approaches, which led many researchers to
search for alternative representations of the hand.

3.2. Model Based Approaches

Model based approaches where different models sed to model image using different models to
represent in Computers. Model-based approache8][BJ] estimate the current hand state by matclairg8P
hand model to the observed image features. Suctoagmes can achieve some good results, however they
search the hand in a high dimensional space heagenot be suitable for real-time application. Altigh this
approach reduces the searching dimension, thefus#or glove does look natural. 3D Model can besslfied
into volumetric and skeletal models . Volumetricdals deal with 3D visual appearance of human hanald a
usually used in real time applications [15][2]. Timain problem with this modeling technique is thaleals
with all the parameters of the hand which are hdigeensionality. Skeletal models overcome volumetand
parameters problem by limiting the set of paransetemodel the hand shape from 3D structure [9].

Soft Computing Approaches

Under the umbrella of soft computing princigadnstituents are Neural Networks, Fuzzy Systems,
Machine Learning, Evolutionary Computation, Proliatic Reasoning, etc. and their hybrid approaches.

4. LITERATURE REVIEW OF GESTURE RECOGNITION SYSTEMS

William F. and Michal R. [3] presented a method flecognizing gestures based on pattern recognition
using orientation histogram. For digitized inputaige, black and white input video was used, some
transformations were made on the image to compgéehistogram of local orientation of each imagentia
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filter applied to blur the histogram, and plotritpolar coordinates. The system consists of twe@iaraining
phase, and running phase. In the training phasdifierent input gestures the training set is etbwith their
histograms. In running phase an input image isgmesl to the computer and the feature vector ferntw
image is formed, Then comparison performed betwiberfeature vector of the input image with the deat
vector (oriented histogram) of all images of th&rning phase, using Euclidean distance metric aedldéss
error between the two compared histograms will ddecsed. The total process time was 100 msec perer
Problems include similar gestures might have diffierorientation histograms and different gestumsdchave
similar orientation histograms, besides that, theppsed method achieved well for any objects tlwmidate
the image even if it is not the hand gesture.

Xingyan L. In [5] presented fuzzy c-means clustgradgorithm to recognize hand gestures in a mobile
remote. A camera was used for acquire input ravwg@aathe input RGB images are converted into HIgrco
model, and the hand extracted after some prepringesperations to remove noise and unwanted objeots
thresholding used to segment the hand shape. frf8erte were used as feature vector, first one foecsatio
of the hand’s bounding box, and the rest 12 parammeepresent grid cell of the image, and eachrepliesents
the mean gray level in the 3 by 4 blocks partitddthe image, where the mean value of each cetbsgmts the
average brightness of those pixels in the imagenTHCM algorithm used for classification gestuhégrious
environments are used in the system such as conhyaleixground and invariant lighting conditions. @dha
gestures used with 20 samples for each gestureeirvacabulary to create the training set, with gadtion
accuracy 85.83%. There are some restrictions witheat system as The recognition accuracy dropsktyui
when the distance between the user and the camgraater than 1.5 meters or when the lightingasstrong.
The system cannot deal with an image that has twmare patches of skin with similar size. The syste
regards the arm as part of the hand.We will trddtete the arm from the image by checking the playsize
and fingertips in our future work.

Stergiopoulou E. [1] recognized static hand gestwsing Self-Growing and Self-Organized Neural Gas
(SGONG) network. A camera used for acquiring theutnimage, and YCbCr color space is applied todete
hand region, some thresholding technique usedtecdskin color. SGONG network use competitive Habb
learning algorithm for learning process, the leagnstart with only two neurons and continuous graiill a
grid of neurons are constructed and cover the lunjelct which will capture the shape of the hananfrthe
resultant hand shape three geometric features teected, two angles based on hand slope and thande
from the palm center was determined, where thesteires used to determine the number of the raiagerk.
For recognizing fingertip, Gaussian distribution dabused by classifying the fingers into five ckssand
compute the features for each class. The systewgmnézed 31 predefined gestures with recognitior rat
90.45%, in processing time 1.5 second, but i@tconsuming and when the number of training datease,
the time needed for classification are increased to

Hasan [4] applied multivariate Gaussian distribwitio recognize hand gestures using nongeometitioréea
The input hand image is segmented using two diffeneethods ; skin color based segmentation by amply
HSV color model and clustering based thresholdewhniques. Some operations are performed to catitare
shape of the hand to extract hand feature; the flreddDirection Analysis Algorithm are adopted todia
relationship between statistical parameters (vagand covariance) from the data, and used to cenghject
(hand) slope and trend by finding the directiohef hand gesture.

Lamberti [6] presents a real-time hand gesturegeieer based on a color glove. The recognizerriséal
by three modules. The first module, fed by the famequired by a webcam, identifies the hand imaghe
scene. The second module, a feature extractorgsepts the image by a nine-dimensional featureovethe
third module, the classifier, is performed by meahd.earning Vector Quantization (LVQ). The recazgn,
tested on a dataset of 907 hand gestures, has shenynhigh recognition rate. Used HSI color model t
segment the hand object. The features vector folgefie distances from palm to all fingers andrfamgles
between those distances.

Daeho Lee and SeungGwan Lee [11] presents a nsieh\based method in which , fingertips are deigdct
by a novel scale-invariant angle detection basea @ariablek-cosine. Fingertip tracking is implemented by
detected region-based tracking. By analyzing theag of the tracked fingertip, fingertip parametesuch as
position, thickness, and direction, are calculatédger actions, such as moving, clicking, and fiog) are
recognized by analyzing these fingertip parameters.

Zhou Ren [20] propose a novel distance metric, &ifitarthMover’s Distance (FEMD), to measure the
dissimilarity between hand shapes. By thresholdtiogn the hand position with a certain depth intéraarough
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hand region can be obtained , represent it asexgimies curve. Can apply the height informatiotime-series
curve to decompose the fingers.

Table 1 comparisons between different gesture m@tiog techniques

Segmentation Feature Vector Classification Recognition

Paper type Representation Algorithm Rate
William F. and | N/A Orientation histogram Euclidean distancqd N/A
Michal R. metric
Orientation
histogram
Xingyan Li - | threshold One dimensional array o] Fuzzy C-Means| 85.83%
Fuzzy C-Means 13 element algorithm
Clustering

Stergiopoulou E.| YCbCr color| Two angles of the hand Gaussian distribution 90.45%

neural network space shape, compute paln

distance
Hasan - HSV color | 5x5 geometric momenty Laplacian filter 91 %
HSV brightness | model which is brightness valuq Euclidian distance

of each block separately. | metric

Lamberti — HSI color | Five distances from paln| Learning Vector| 98%
Color glove space to all fingers and four| Quantization
angles  between thos

distances.

5. APPLICATION AREAS AND CHALLENGES
5.1 Application areas

Hand gestures recognition system has beeriedpfur different applications on different domaias
alternative level of interaction. This section gdtuces a series of new applications of vision based gesture
recognition in recent years to give an indicatibitoprospect in the future.

5.1.1. Alternative to Touch-Based Devices
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Tablet PCs and smart phones have driven anyday life into the era of touch-to-control, byttgey rid
of traditional input devices such as mouse and &agdh In the meantime, vision based hand gestegrition
techniques are pushing the user experience ondustbpr by providing a touch-free solution.

5.1.2. Sign Language Recognition

Since the sign language is used for intenpgetind explanations of a certain subject during the
conversation, it has received special attentiofotff systems have been proposed to recognizeigsstising
different types of sign languages.

5.1.3. Robot Control

Controlling the robot using gestures consdeas one of the interesting applications in fiakl[2][15].
[15] proposed a system that uses the numberinguotche five fingers for controlling a robot usihgnd pose
signs. The orders are given to the robot to perfagmarticular task [15], where each sign has aip@&ceaning
and represents different function for example, “aneans “move forward”, “five” means “stop”, and so.

5.1.4. Graphic Editor Control

Graphic editor control system requires the handugesto be tracked and located as a preprocessing
operation. uses 12 dynamic gestures for drawinealiting graphic system. Shapes for drawing aiangle,
rectangular, circle, arc, horizontal and vertiégaéIfor drawing, and commands for editing graphistem are;
copy, delete, move, swap, undo, and close .

5.1.5. Virtual Environments ( VES)

One of the popular applications in gesturogaition system is virtual environments VEs, eggdbcfor
communication media systems. [9] provided 3D pamtgesture recognition for natural human computer
Interaction HCI in a real-time from binocular viewkhe proposed system is accurate and independeiseo
characteristics and environmental changes [9].

5.1.6. Numbers Recognition:

Another recent application of hand gesture@gnizing numbers. Proposes an automatic sytstaincould
isolate and recognize a meaningful gesture frondhantion of Arabic numbers from 0 to 9 in a reahdi
system using HMM.

5.1.7. Qurgical System
In a surgical environment, hand gesture reitimy systems can help doctors manipulate digitsges
during medical procedures using hand gesturesadsiétouch screens or computer keyboards

5.1.8. Television Control:

Hand postures and gestures are used foratiimgrthe Television device . A set of hand gestare used to
control the TV activities, such as turning the T and off, increasing and decreasing the volumeinguhe
sound, and changing the channel using open and bl .

5.1.9. 3D Modeling

To build 3D modeling, a determination of hadpes are needed to create, built and view 3pestiathe
hand [9]. Some systems built the 2D and 3D objesisg hand silhouette [9]. 3D hand modeling camused
for this purpose also which still a promising fieifiresearch [9][14].

5.2 Difficulties
The main difficulties encountered in the desigmafd pose estimation systems include:
5.21. High-dimensional problem

The hand is an articulated object with mitvan 20 DOF. Although natural hand motion doeshaate 20
DOF due to the interdependences between fingerdiest have shown that it is not possible to use tlesn six

308



E-ISSN: 2321—-9637
Volume 2, Issue 1, January 2014

| nter national Journal of Research in Advent Technology

Available Online at: http://www.ijrat.org

dimensions. Together with the location and orieatabf the hand itself, there still exist a largember of
parameters to be estimated

5.2.2. Sdf-occlusions

Since the hand is an articulated objectpitgection results in a large variety of shapeshwitany self-
occlusions, making it difficult to segment diffetgrarts of the hand and extract high level features

5.2.3. Processing speed

Even for a single image sequence, a real-time ¥tem needs to process a huge amount of data.€n th
other hand, the latency requirements in some agtfits are quite demanding in terms of computatipawer.
With the current hardware technology, some existitgprithms require expensive, dedicated hardweane,
possibly parallel processing capabilities to opematreal-time.

5.2.4. Uncontrolled environments

For widespread use, many HCI systems would beagd to operate under nonrestricted backgroundis an
a wide range of lighting conditions. On the othand, even locating a rigid object in an arbitraaghground is
almost always a challenging issue in computer wisio

5.25. Rapid hand motion

The hand has very fast motion capabilities widpaed reaching up to 5 m/s for translation and &0for
wrist rotation. Currently, off-the-shelf camerasi@upport 30-60 Hz frame rates. Besides, it iseqditficult
for many algorithms to achieve even a 30 Hz traglspeed. In fact, the combination of high speedihmaation
and low sampling rates introduces extra difficsltfer tracking algorithms (i.e., images at conseeutrames
become more and more uncorrelated with increagiegd of hand motion).

6. CONCLUSION

A survey on tools and techniques of gestamagnition system has been provided with emphasis
hand gesture expressions. The major tools survieghtie HMMs, ANN, Orientation Histograms, Geometi
method, HSV and fuzzy clustering have been reviesvatianalyzed. Most researchers are using colaradeas
for achieving better results. Comparison betweaioua gesture recognition systems have been pexbevith
explaining the important parameters needed for @opgnition system which include: the segmentation
process, features extraction, and the classificatitgorithm. Even Though the recognition rate inses
gradually the concerned algorithms experience sévssues. The issues include wrong object extacti
complex and nonuniform background, partial-occlnsidbackground disturbance, object reappearance,
illumination change etc. . The selection of spediigorithm for recognition depends on the appilicaheeded.

In this work application areas for the gesturegesysare presented. Explanation of gesture recognisisues,
detail discussion of recent recognition systemsgwen as well. Two-handed dynamic-gesture multiatod
interaction is thus a promising area for futureseesh. Customization of gestures also can be emaglty make
it more user friendly.
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